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ABSTRACT
Recent work has demonstrated the power of sparse models and representations in signal processing applications and has provided the community with computational tools to use it. In this paper we explore the use of sparsity in localization and beamforming when capturing multiple broadband sources using a sensor array. Specifically, we reformulate the wideband signal acquisition as a joint/group sparsity problem in a combined frequency-space domain. Under this formulation the signal is sparse in the spatial domain but has common support in all frequencies. Using techniques from the model-based compressive sensing literature we demonstrate that it is possible to robustly capture, localize and often reconstruct multiple signals present in the scene.
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1. INTRODUCTION
The recent advances in sparse representations and compressive sensing have had significant impact in the signal processing literature. The tools developed in this area have provided new and powerful methods to capture the structure embedded in a large number of interesting signals.

In this paper we examine how these tools impact broadband array processing. Specifically, we examine how joint and group sparsity models, can capture the scene geometry of passive broadband sensor arrays and eliminate ambiguities arising in such systems. We also provide some discussion on the limitations of such tools, and suggestions on how to overcome them.

The use of sparsity models for narrowband array processing and localization is already known in the literature.\textsuperscript{1,2} Broadband arrays can be treated as separate narrowband problems,\textsuperscript{2} although joint sparsity models have also been suggested and briefly explored to provide localization robustness.\textsuperscript{1} Our work provides an extensive study of such models, incorporating recent results and algorithms from the compressive sensing and sparse recovery literature, in which we explore conditions both for localization and recovery of the signals of interest. While our models are formulated in the frequency domain, an alternative time-domain formulation is also possible.\textsuperscript{3} However, a time-domain model implementation requires significant upsampling to accommodate for non-integer sample time delays, making the model very expensive computationally. The time-domain model further assumes the sources can be sparsely represented in some basis, i.e., requires additional source structure compared to our approach.

In the next section we establish the notation and provide a brief background on array processing, on sparsity and on joint sparsity models. Section 3 discusses how sparsity and joint sparsity formulations can localize and recover the source and presents an algorithm to recover the signals from the measurements. To further develop the problem intuition, the special case of linear arrays in the far-field approximation is examined in Section 4. Section 5 provides some experimental validation of our results and Section 6 concludes.
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2. BACKGROUND

2.1 Sensor Arrays

Sensor arrays have been extensively studied in the literature. In this paper we adopt a commonly used discretized model of the problem. Specifically, we consider \( M \) sensors, each receiving a signal, denoted \( Y_m(\omega) \), \( m = 1, \ldots, M \) in the frequency domain. We discretize the area of interest to \( N \) gridpoints, indexed using \( n = 1, \ldots, N \). Each of those points is a potential source location, emitting a signal \( X_n(\omega) \). This signal is exactly equal to zero if there is no source in that location and non-zero if a source emits from that location. We assume that both sources and sensors are omnidirectional, although sensor directionality can be easily incorporated in the model.

The signal from each source \( n \) arrives to each sensor \( m \) with delay \( \tau_{m,n} \). This delay is proportional to the distance of the source-sensor pair, \( d_{m,n} \), and inversely proportional to the propagation speed of the transmitted wave, \( c \), and satisfies \( \tau_{m,n} = \frac{d_{m,n}}{c} \). The sensor receives the linear combination of all the transmitted signals, appropriately delayed. In the frequency domain, sensor \( m \) receives

\[
Y_m(\omega) = \sum_{n=1}^{N} e^{-j\omega \tau_{n,m}} X_n(\omega),
\]

compactly expressed in matrix form using

\[
Y(\omega) = A(\omega) X(\omega),
\]

where

\[
Y(\omega) = \begin{bmatrix} Y_1(\omega) \\ \vdots \\ Y_M(\omega) \end{bmatrix},
X(\omega) = \begin{bmatrix} X_1(\omega) \\ \vdots \\ X_N(\omega) \end{bmatrix},
A(\omega) = \begin{bmatrix} e^{-j\omega \tau_{1,1}} & \cdots & e^{-j\omega \tau_{1,N}} \\ \vdots & \ddots & \vdots \\ e^{-j\omega \tau_{M,1}} & \cdots & e^{-j\omega \tau_{M,N}} \end{bmatrix}.
\]

We further assume that sources are broadband and that at most \( K \) of them exist in the scene at any time, where \( K \) is much smaller than \( N \). The number of sources \( K \) might or might not be known in advance. Broadband sources emit signals in a wide bandwidth, i.e., \( X_n(\omega) \) is non-zero for a wide interval of possible \( \omega \)'s.

In the array processing literature there are two problems of interest: source localization and source signal recovery. Under our formulation, the goal of source localization is to determine which of the \( N \) candidate locations in the grid contain transmitting sources (i.e., which of the acquired \( X_n(\omega) \) are non-zero) but not necessarily to recover the contents of these sources (i.e., the coefficients \( X_n(\omega) \)). Recovering these coefficients is the goal of source signal recovery. Usually, signal recovery also requires or results to localization, but not the other way around. Localization is an easier problem and can be solved under certain conditions where recovery is not possible. We examine some example cases later in this paper.

2.2 Sparsity and Group Sparsity Models

Sparsity has recently emerged as a powerful tool in signal processing applications. A sparse model assumes that a signal, when transformed to an appropriate basis, has very few significant coefficients which can explain most of its energy. Promoting sparsity in some appropriate domain has proved to be a very efficient computational method to capture the structure of most natural and man-made signals processed by modern signal processing systems.

Sparsity is typically useful when inverting a linear system—usually underdetermined—of the form

\[
y = Ax,
\]

where \( y \) is the \( M \)-dimensional measurement vector and \( x \) is the \( N \) dimensional sparse signal vector. Two fundamental approaches have emerged in the recent literature in to determine a sparse solution or approximate solution to (3): convex optimization and greedy algorithms. The former approach attempts to optimize a sparsity promoting convex cost function balancing the solution sparsity with the data fidelity. For example for an underdetermined noiseless system the following optimization determines the sparsest solution

\[
\hat{x} = \arg \min_x \| x \|_0 \text{ s.t. } y = Ax,
\]

where

\[
Y(\omega) = A(\omega) X(\omega),
\]

and

\[
Y(\omega) = \begin{bmatrix} Y_1(\omega) \\ \vdots \\ Y_M(\omega) \end{bmatrix},
X(\omega) = \begin{bmatrix} X_1(\omega) \\ \vdots \\ X_N(\omega) \end{bmatrix},
A(\omega) = \begin{bmatrix} e^{-j\omega \tau_{1,1}} & \cdots & e^{-j\omega \tau_{1,N}} \\ \vdots & \ddots & \vdots \\ e^{-j\omega \tau_{M,1}} & \cdots & e^{-j\omega \tau_{M,N}} \end{bmatrix}.
\]
where the $\ell_0$ norm counts the number of non-zero coefficients of $x$. This is a combinatorial complex problem but under certain conditions on $A$ a convex relaxation of the $\ell_0$ norm can produce the same result:\textsuperscript{4, 5}

$$\hat{x} = \arg\min_x \|x\|_1 \text{ s.t. } y = Ax,$$

(5)

The geometric properties of the $\ell_1$ norm, defined as $\|x\|_1 = \sum_n |x_n|$, promote sparsity on $x$. Under similar conditions the solution can also be computed using greedy algorithms such as orthogonal matching pursuit (OMP), Compressive Sampling Matching Pursuit (CoSaMP),\textsuperscript{6} Subspace Pursuit (SP),\textsuperscript{7} and iterative hard thresholding (IHT).\textsuperscript{8}

A number of properties on $A$ have been shown to guarantee efficient sparse recovery of the signal $x$. For example, the coherence of $A$ is defined as

$$\mu = \max_{i \neq j} \frac{|\langle a_i, a_j \rangle|}{\|a_i\|_2 \|a_j\|_2},$$

(6)

where $a_i$ and $a_j$ are columns of $A$.\textsuperscript{9} The coherence essentially computes the smallest acute angle between any pair of columns of $A$. If this angle is large, i.e., the coherence is small, sparse recovery is guaranteed. Similar guarantees, including robustness to noise and modeling can be provided using the restricted isometry property (RIP)\textsuperscript{5} or the nullspace property (NSP).\textsuperscript{10}

Joint and group sparsity models, and their variations, provide further structure to the signal of interest.\textsuperscript{11–22} The former can be considered a special case of the latter, thus we only describe the latter. Under this model, the signal coefficients are partitioned into groups $G_i$, which partition the coefficient index set $\{1, \ldots, N\}$. The group sparsity model assumes the only a few of these groups contain non-zero coefficients, and most groups contain all-zero coefficients.

To enforce group sparsity using an optimization problem a mixed $\ell_1/\ell_2$ norm, defined as

$$\|x\|_{\ell_1/\ell_2(G)} = \sum_i \sqrt{\sum_{j \in G_i} |x_i|^2},$$

(7)

is typically used as a penalty in an optimization similar to (5):\textsuperscript{12, 14, 18–21, 23}

$$\hat{x} = \arg\min_x \|x\|_{\ell_1/\ell_2(G)} \text{ s.t. } y = Ax.$$  

(8)

The mixed norm computes the $\ell_1$ norm of the total energy of the coefficients in each group. Greedy algorithms have also been extended to handle such problems.\textsuperscript{11, 15, 16, 22}

In joint sparsity models, several sparse signals are measured together using the same measurement matrix $A$. The model assumption is that all the signal share the same sparsity pattern. In other words the significant signal coefficients are located at the same positions for all signals. By considering the whole acquisition as a linear system it is straightforward to show that these models are special case of group sparsity models and a similar $\ell_1/\ell_2$ norm promotes the appropriate sparsity.

The notions of coherence, RIP and NSP can be extended to group and joint sparsity models.\textsuperscript{17, 20, 21} Alas, the worst-case guarantees—typical in the sparsity and compressive sensing literature—derived from those properties are quite pessimistic and do not significantly exploit the additional structure and diversity commonly expected in such models. More optimistic results can be obtained using a probabilistic analysis\textsuperscript{21, 23} usually more appropriate in practice.

3. JOINT SPARSITY FOR BROADBAND ARRAYS

3.1 Sparse and Jointly Sparse Reconstruction

Given the formulation of (2), the signal $X(\omega)$ only contains at most $K$ non-zero components, i.e., it is $K$-sparse. Thus, sparsity-related methods are immediately applicable.\textsuperscript{2} Specifically, under this formulation, localization
becomes a support recovery problem while the signal recovery problem becomes a sparse recovery problem similar to the compressive sensing reconstruction problem.  

Specifically, for narrowband sources, the source signal can be approximated as a single-frequency tone at its center frequency $\omega_0$ with particular amplitude and phase. In other words, the propagation equation is a single instance of (2), evaluated at the center frequency:

$$Y(\omega_0) = A(\omega_0)X(\omega_0).$$

(9)

Since the scene is sparse, the solution to

$$\hat{X}(\omega_0) = \arg \min_{X(\omega_0)} \|X(\omega_0)\|_0 \text{ s.t. } Y(\omega_0) = A(\omega_0)X(\omega_0),$$

(10)

will, assuming a noiseless system, result to both localization and reconstruction of the source, as long as the system is identifiable. Of course, in practice, (10) is computed using the $\ell_1$ norm or a greedy algorithm to handle computational complexity and by relaxing the equality of the data fidelity term to accommodate noise.

Unfortunately, very often the system is not identifiable. For example, the solution to (10) always has sparsity that does not exceed the number of sensors $M$. Thus, if the number of sources is greater than $M$, the solution of (10) does not identify the system properly. Furthermore, fundamental ambiguities measured by the coherence properties of $A(\omega_0)$, can make the system non-identifiable, even if the scene contains fewer sources than sensors. We discuss some of these ambiguities in the next section.

If the sensors are broadband, then $X(\omega)$ is has non-zero coefficients at the corresponding source locations for all frequencies $\omega$ emitted by the source. This means that all the vectors $X(\omega)$ will have the same sparsity pattern for all $\omega$, i.e., will be jointly sparse*. In other words, the solution should minimize a mixed $\ell_0/\ell_2$ norm, where the $\ell_2$ norm is taken across frequencies—i.e., measures the total energy in all frequencies for each location—and the $\ell_0$ norm counts the source positions which emit non-zero energy:

$$\|X(\omega)\|_{\ell_0/\ell_2} = \|X_E\|_0, \quad (X_E)_n = \left\| \sum_\omega \sqrt{X_n(\omega)}^2 \right\|_0,$$

(11)

For notational simplicity henceforth we use $\| \cdot \|_{0,2}$ to denote the mixed $\ell_0/\ell_2(\omega)$ norm. Similarly, we use $\| \cdot \|_{1,2}$ to denote the mixed $\ell_1/\ell_2(\omega)$ norm, which just substitutes the $\ell_1$ for the $\ell_0$ norm in (11).

Using this notation, the joint sparsity problem to localize and reconstruct the sources becomes

$$\hat{X}(\omega) = \arg \min_{X(\omega)} \|X(\omega)\|_{0,2} \text{ s.t. } Y(\omega) = A(\omega)X(\omega) \text{ for all } \omega.$$

(12)

As with the narrowband model, in practice the solution is computed by relaxing the $\ell_0/\ell_2$ norm to an $\ell_1/\ell_2$ norm and convexifying the problem, or using one of the large number of greedy algorithms that have been developed for joint- and group-sparsity models.

Under the broadband assumption it is possible to identify the location of more than $M$ sources using $M$ sensors, although not necessarily reconstruct all $M$ of them. The significant ambiguities arising in the single frequency, i.e., narrowband, case manifest themselves for different locations at different frequencies. The joint sparsity model exploits these differences to resolve these ambiguities and localize the sources.

Alas, without prior information on the sources, system inversion is not always possible unless the system satisfies the narrowband identifiability conditions for all frequencies. Thus, for some frequencies there is significant ambiguity between the location of two sources. It is not possible reconstruct the sources at these frequencies, even

---

*Technically joint sparsity in the context of compressive sensing refers to models in which the measurement matrix $A(\omega)$ is the same for all the vectors $X(\omega)$, which is not what happens in our case. Joint sparsity models are special cases of the more general group sparsity models, and the solution approaches, using mixed-norms, are the same. Our model is also a special case of group sparsity models, with very similar structure to joint sparsity models. The same approaches work. Because of this similarity we also refer to our model as a joint sparsity model.
Algorithm 1 The modified joint-sparsity CoSaMP algorithm used in the experiments in this paper.

initialize $l = 0$, Initial estimate $\hat{X}'(\omega) = \hat{X}'(\omega) = (0)$, for all $\omega$.  
while not converged do
  Increase iteration count: $l \leftarrow l + 1$
  Compute residual: $R(\omega) = Y(\omega) - \hat{X}'(\omega)$, for all $\omega$
  Compute gradient: $G'(\omega) = A^H(\omega)R(\omega)$
  Compute proxy: $p = G_E(\omega)$ \{The energy vector $G_E(\omega)$ is computed similar to $X_E$ in (11)\}
  Identify support candidate: $T^l = \supp(p_{1:K}) \cup \supp(\hat{X}^{l-1}(\omega))$ \{supp($\cdot$) determines the support set of a vector; $x|_K$ keeps the $K$ coefficients of $x$ with the largest magnitude and sets the remaining to zero.\}
  Line search: Find $\tau$ to minimize $\sum_\omega \|Y(\omega) - A(\omega)(\hat{X}^{l-1}(\omega) - \tau G'(\omega))\|_2^2$, s.t. $X(\omega)|_T = 0$ for all $\omega$.
  Form temporary estimate: $B^l(\omega) = \left(\hat{X}^{l-1}(\omega) - \tau G'(\omega)\right)|_{T}$
  Compute final support: $S = \supp(B^l_{E}|_K)$
  Truncate and update estimate: $\hat{X}^l(\omega) = B^l(\omega)|_S$
end while  
return Signal estimate $\hat{X}^l(\omega)$

if we can localize them accurately. Furthermore, if there are more than $M$ sources, reconstruction is fundamentally impossible. The fundamental cause for this limitation is that reconstruction eventually requires inversion at all frequencies $\omega$ of (2), with $A(\omega)$ and $X(\omega)$ restricted to the elements corresponding to the $K$ locations of the sources. If more than $M$ sources exist, this inversion is rank-deficient. A separate model of the sources, e.g. source sparsity on some basis that is incoherent with the DFT basis or sparsity in a fusion frame\textsuperscript{21} can resolve these ambiguities and enable reconstruction; however, we do not discuss such an extension in this paper.

3.2 Reconstruction Algorithms and Guarantees

As mentioned above, two fundamental algorithmic approaches exist to compute (12): convex relaxation and greedy algorithms. Convex relaxation has been studied in a number of recent publications.\textsuperscript{12,14,18–21,23} Inspired by compressive sensing results, most of these publications focus on worst-case analysis based on extensions of well-known system properties such as the restricted isometry property (RIP), the nullspace property (NSP), or the system coherence. Similar guarantees can be provided for greedy algorithms, such as model-based CoSaMP or IHT.\textsuperscript{11,13,15,16,22}

Unfortunately, these guarantees are very pessimistic for the broadband array case. In particular, the worst-case analysis degenerates to the analysis of a narrowband source, with center frequency such that the corresponding propagation equation (2) exhibits significant ambiguities. With true broadband sources, this analysis is inappropriate. Instead, a probabilistic average-case analysis\textsuperscript{21,23} would be more appropriate. Such analysis provides significantly more optimistic recovery conditions for joint and group sparsity models, assuming a probabilistic model on the sparsity pattern and the signal coefficients. Adaptation of this model to the specifics of the array system depends on the specific array geometry and is beyond the scope of this paper.

For the experiments in the remainder of this paper we use a slight variation of model-based CoSaMP,\textsuperscript{6,15} described in Algorithm 1. The main difference is the use of line-search\textsuperscript{24} to reduce the cost in steps 7 and 8 instead of a full least-squares minimization using the pseudoinverse. This makes the algorithm significantly more efficient if the propagation matrix $A(\omega)$ is only available in functional form and not explicitly. The modified algorithm requires the applications of $A(\omega)$ and its adjoint, which is usually easily computable in array applications.

4. LINEAR ARRAYS

4.1 Linear Array Geometry

To provide further intuition, this section focuses on linear arrays under the far-field approximation. We examine both uniform and non-uniform arrays. Their geometry is summarized in Figure 1. As shown in the figure,
all array elements (sensors) are collinear, placed at distance $d$ apart for uniform arrays and pairwise distances $d_1, \ldots, d_{M-1}$ for non-uniform arrays. The length of the array, also known as the aperture size, is denoted by $L$ and is equal to $(M - 1)d$ for a uniform array and $\sum_{m=1}^{M-1} d_m$ for a non-uniform array.

The signal is assumed to arrive from far field, which means the signal travels in plane waves incident to the array at angle $\theta_S$, the angle of the source with respect to the broadside of the array. This approximation is accurate for point sources located far from the array. The relative delay of the signal to the $m^{th}$ array element, compared to the time of arrival to the 1$^{st}$ element is equal to $\sum_{i=1}^{m-1} d_i \sin \theta_S / c$—which is equal to $(m-1)d \sin \theta_S / c$ for a uniform array. For $\theta_S = \pi/2$, $\sin \theta_S = 1$, we obtain the maximum delay of the signal to the $m^{th}$ element, denoted $\tau_m$:

$$\tau_m = \sum_{i=1}^{m-1} \frac{d_i}{c}, \quad 0 \text{ for } m = 1. \quad (13)$$

The distance of the source to the array does not figure in the far field approximation. Localization, therefore, aims to determine the angles $\theta$ in which sources are located. Given that this angle does not figure directly in the manifold, but always through its sine, we define $\psi = \sin \theta$, which is a more natural coordinate for the system\(^{1}\). Thus, to form the array propagation (or manifold) matrix $A(\omega)$ and solve the sparsity problem described in the previous section we discretize uniformly in the $\psi$-space. Thus, we assume $\psi$ takes values in an $N$-point grid in $[-1, 1]$, i.e.,

$$\psi_n = -1 + (n - 1)\psi_0, \quad \psi_0 = \frac{2}{N-1}, \quad n = 1, \ldots, N, \quad (14)$$

where $\psi_0$ is the grid size.

Using this discretization, the array manifold matrix becomes

$$A(\omega) = \begin{bmatrix} 1 & \cdots & 1 & \cdots & 1 \\ e^{-j\omega \tau_2} & \cdots & e^{-j\omega \tau_2 \psi_n} & \cdots & e^{j\omega \tau_2} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ e^{-j\omega \tau_m} & \cdots & e^{-j\omega \tau_m \psi_n} & \cdots & e^{j\omega \tau_m} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ e^{-j\omega \tau_M} & \cdots & e^{-j\omega \tau_M \psi_n} & \cdots & e^{j\omega \tau_M} \end{bmatrix}, \quad (15)$$

which for a uniform array takes the form of a discrete Fourier transform (DFT). Thus, it can be efficiently applied using an FFT-based implementation and classical signal processing theory can be immediately used to analyze it.
4.2 Linear Array Coherence Properties

To understand the sparse reconstruction properties of $A(\omega)$ we first examine its coherence for different frequencies. Specifically, in Figure 2 we plot the coherence of the column of $A(\omega)$ corresponding to $\psi = 0$ with respect to all other columns, i.e., $|\langle a_0, a_n \rangle|/\|a_0\|_2\|a_n\|_2$. The coherence measure of the whole matrix is the maximum of this value away from the angle $\psi = 0$. High coherence between two locations indicates that these locations are easily confusable in narrowband localization problems and source recovery is very badly conditioned (or impossible, if the coherence is 1). Plotting the coherence with respect to the broadside ($\psi = 0$) column of the matrix provides us with a complete picture since this plot is symmetric around the selected direction and shift-invariant. In other words, plotting with respect to another direction just shifts the plot. We should note that although we use sparsity-motivated terminology, such plots—referred to as beampattern plots—are widely used in the array processing community and the uniform array design issues we discuss are well-known.25, 26

The figure demonstrates three different frequency selections, both for uniform and random arrays. The frequency $\omega$ increases from left to right as a multiple of $\omega_0 = 2\pi c M/L$, at factors of 0.5, 1, and 2. This frequency is selected so that at $\omega_0$ the average distance of array sensors is one wavelength—equal to $\lambda = 2\pi c/\omega_0$. The width of the center lobe in the beampattern determines the resolution of the array. The manifold vectors in this center lobe have high coherence with each other, and therefore two sources coming from these directions cannot be easily discerned. As shown in the figure this width decreases as the frequency increases, i.e., higher frequencies improve the resolution. Unfortunately, for uniform arrays, if the distance of array elements remains constant, higher frequency introduces spatial aliasing. For example, at $\omega = 2\omega_0$ the broadside direction ($\theta = 0$) of the array is coherent with the endfire directions ($\theta = \pm \pi/2$), and therefore sources from any of these directions cannot be distinguished. Using randomized spacing on the array, at the same average sensor spacing, eliminates those ambiguities without increasing the beamwidth, at the expense of increasing the coherence with respect to some of the formerly low-coherence directions.

4.3 Joint Sparsity and Linear Arrays

The coherence properties described above focus on the properties of the manifold matrix for a single frequency $\omega$, i.e., for a narrowband array. While these properties are helpful in analyzing broadband array properties as well, they do not paint the whole picture. To investigate these further, we plot the beampattern of a uniform array at frequencies $\omega = \{1, 2, 3, 4\} \omega_0$ in Figure 3.

We consider a source emitting from the broadside of the array, at $\psi = 0$. Using only the high frequency data, at $\omega = 4\omega_0$, this source cannot be accurately localized. In fact it could also be arriving from either side of the endfire, at $\psi = \pm 1$, or from $\psi = \pm 0.5$. Similar ambiguity exists at $\omega = 2\omega_0$ and $3\omega_0$, although with

†It is often more convenient to define the $k$-space, in which the wavelength of the transmitted signal factors in the transformation. However, in our case the array is broadband and the wavelength is not fixed, making $\psi$ a more appropriate transformation.
different directions of arrival. At $\omega = \omega_0$ that ambiguity does not exist, but the beamwidth is significantly higher, and therefore the resolution lower. It is, however, evident that only the broadside direction is consistent with all frequency bins. Joint sparsity models are designed to explicitly take this information into account. Thus, a broadband source emitting at all 4 frequencies can be uniquely resolved at the resolution implied by the high-frequency beampattern.

The source can often be uniquely localized even if it emits in a subset of the bandwidth, e.g., only at the highest two frequencies $3\omega_0$ and $4\omega_0$. However, if the source only emits at $2\omega_0$ and $4\omega_0$, the joint sparsity does not uniquely resolve the ambiguity. This is the reason that the classical worst-case analysis of joint-sparsity models is often very pessimistic for truly broadband sources, whereas a probabilistic analysis\textsuperscript{21, 23} is more appropriate.

Localization is not the same as reconstruction. In the example in the figure, consider a second source, at $\psi = 0.5$. While joint sparsity models will actually detect that source because of the additional content in the lower three frequencies, reconstruction is not possible at all frequencies. Specifically, it is fundamentally impossible to recover the content of the sources at $\omega = 4\omega_0$ because these directions are perfectly coherent. Without further information on the sources, it is impossible to invert the resulting system at that frequency.

5. EXPERIMENTAL EXAMPLES

To understand the performance of this algorithm we performed localization experiments for a variety of source and sensor configurations. For brevity of presentation, we only present the results a single array configuration here. Our experiments with other configurations demonstrated similar trends.

We consider a $1\text{m} \times 1\text{m}$ square scene with a sensor placed at each of the four corners, i.e., $M = 4$. We assumed acoustic sources with bandwidth 4KHz and used a grid resolution of 5cm. We used snapshots of length $F = 512, 1024, \text{and } 2048$, i.e., we solve (12) for $F$ distinct frequencies $\omega$. We examine the localization performance as the number of sources increases, i.e., $K = 1, \ldots, 15$. The sources are randomly placed in the grid, and generate random white signals of the same variance. The left-hand side of Figure 4 plots the results of this experiment. Specifically, it plots the fraction of sources correctly localized, on average, as a function of the number of sources in the scene for the three different snapshot lengths. The right-hand side shows an example instance of the problem with 8 sources, indicated with a green circle, and the localization output of the algorithm, indicated with a red cross.
As is evident in the figure, localization is quite accurate, even as the number of sources exceeds the number of sensors $M = 4$. As expected, using longer snapshots provides more information and diversity in the problem and the localization performance improves at the expense of longer buffering and time delay, and a larger system to compute.

6. DISCUSSION

Joint/group sparsity models can be very useful in the array processing literature. In this work we attempted to examine how such models can be used in broadband array localization problems and improve localization and reconstruction accuracy. The tools developed in the recent literature—thanks to the advent of compressive sensing—provide a very useful algorithmic and theoretical framework to understand and solve such problems.

While we demonstrated how localization is possible, we also showed some fundamental limitations in reconstruction capabilities. Specifically the number of sources that can be reconstructed with such models cannot be greater than the number of sensors, unless further assumptions on the structure of the sources is assumed. Investigating algorithms and application-dependent models that provide such structure is a very promising area of further research.
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